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Abstract-- In this research, I have worked to recognize various human actions and activities using Motion History Algorithm. Firstly, I studied 
different techniques already implemented by various researchers in this field like motion image energy etc and finally develop an approach. In this 
approach, videos are converted into image frames and the images are pre-processed plus background subtraction is computed for these frames. 
Then, the motion history of images is computed, and features are extracted. After that, Discrete Cosine Transform (DCT) of the Region of Interest is 
computed which is then thresholded for classification. The proposed algorithm is able to distinguish between various human actions sittings, 
standing, hand waving etc. 
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——————————      —————————— 
 
 
I. Introduction: 

1.1. Overview: 
Since the demands of the applications are 

increasing on daily basis therefore automatically 
recognition of human activities is in our sights. In 
surveillance environment, the detection of not normal 
activities will be very helpful in production of alerts for 
potential crime. In entertainment environment, this 
recognition will update the human computer interaction 
(HCI). In healthcare system, recognition of activities will 
provide help the rehabilitation of patients. 

Generally, recognition of human activities is 
divided into two levels of representations as shown in 
figure 1: 

1. Low-level core technology. 
2. High-level applications.  

In core technology, there are 3 main stages for 
processing any activity. These stages are object 
segmentation, feature extraction and classification 
algorithms. First of all human object in a video sequence 
will be segmented out. The main characteristics are 
carefully extracted and the properly represented by labels 
or features such as: 

• Shape. 
• Silhouette. 
• Colors. 
• Poses. 
• Body motions. 

So in a nut shell, once the features are extracted, 
the algorithms are applied for the detection, recognition 
and classification of human activities. High level of 
applications only works on the results which are obtained 

when the algorithm are successfully applied on surveillance 
environments, entertainment environments or healthcare 
systems.  

 

 
Fig.1. Overview 

 
1.2. Segmentation: 

In core technology, the target object is obtained by 
the help of object segmentation which is applied on each 
and every frame in the video sequence. Since the cameras 
are either mobile or static so object segmentation is divided 
in two categories as shown in Figure 2: 

• Static camera segmentation. 
• Moving camera segmentation. 

 
Fig.2. Types of Object Segmentation 

 
In static camera segmentation, the position and the 

angle of the camera are fixed therefore viewpoint of the 
object and background remains the same. The method used 
most commonly used for the static segmentation of an 
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object is background subtraction [1-3]. This is because of 
simplicity and efficiency of background subtraction. First 
step is to obtain an image of background image with no 
foreground object in it. The next step is to subtract each 
frame in the video sequence from the background image to 
gather the entire set of objects needed to be analyzed. 
Although a slight change in illumination affects the 
background. Many complex algorithms are proposed to 
make a perfect background model from a couple of 
background images. The background model will be made 
by the following algorithms: 

• Single Gaussian for each pixel. 
• Mixture of Gaussians for each pixel [4, 5].  
• Statistical parameters with intensity change for 

each pixel. 
• Statistical parameters with chromaticity change for 

each pixel [6]. 
Static camera segmentation by tracking [7, 8] is not 

like the algorithms that are mentioned above. In the above 
mention algorithms background model is prepared in 
advance. While tracking algorithm is kind of a dynamic 
time warping in which the object will be obtained by 
tracking regions. It can easily obtain when there is locally 
smooth motion.  

In case of moving camera segmentation camera 
will be mobile either with the photographer or with the 
robot. The moving camera segmentation is tough than static 
because it has to face three continuously varying factors: 

• Motion of the target object.  
• Motion of the camera.  
• Variation in background.  

Since the background is dynamic therefore creating 
background model is not possible. Since the proper 
background model will not be created so we use the 
temporal difference algorithm [9, 10]. In this algorithm we 
focus on the difference between two consecutive image 
frames in a video sequence. The motion of the camera can 
be reduced by the optical flow algorithm [11, 12]. Optical 
flow calculates the pixel-level motion present in two 
consecutive frames. The features are tracked and also the 
transformations of the coordinates of the two consecutive 
frames are obtained. So the segmentation using moving 
camera can be obtained by the transformed coordinate 
algorithm.  

 
1.3. Feature Extraction and Representation: 

 
In next stage of core technology characteristics 

obtained from the segmented objects are represented as 
feature points. The characteristics of the segmented objects 
are: 

• Shape. 
• Silhouette. 
• Colors. 
• Motions.  

These feature points are divided into four groups 
as shown in figure 3: 

1. Space-time information. 

2. Frequency transforms. 
3. Local descriptors. 
4. Body modeling. 

 

 
Fig.3. Feature Extraction and Representation 

 
1.3.1. Space Time Volume (STV): 

 
First of all the information of space time is 

discussed. Space time volume (STV) [13] is made as the 
image features and this can be done by linking together 
consecutive silhouettes with axis of time. 3D XYT volume is 
obtained which is comprised of x-y spatial coordinates and 
time. This volume will capture the continuity of aperiodic 
activities. STV is limited on viewpoint changes so they 
detect global features. 

 
1.3.2. Frequency Domain Transformation: 

 
The frequency domain information is also very 

helpful in recognizing the features. Discrete Fourier 
transforms (DFT) [14] is most commonly used to get the 
information regarding geometry of the object. DFT features 
belong to global features i.e., they consider the whole image 
instead of a small area and it is also detects the global 
features. 

 
1.3.3. Descriptors: 

 
Local descriptors [15] detect the local features 

instead of global features therefore they work on an image 
patch instead of whole image. The main types of local 
descriptors are: 
• Scale invariant feature transform (SIFT) [16, 17]. 
• Histogram of oriented gradient (HOG) [18]. 

They are more invariant to the following: 
1. Background clutters. 
2. Appearances. 
3. Occlusions. 
4. Rotation. 
5. Scale. 

Although the whole body activities are not fully 
recognized by the above features.  

 
1.3.4. Body Modeling: 
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To recognize full body features locally we need 
body modeling algorithm in which 2D or 3D pose 
estimation is required. Once the pose estimated and the 
coordinates of body are transformed into discriminative 
feature representations like: 

• Polar coordinate representation [19]. 
• Boolean features [20]. 
• Geometric relational features (GRF) [21]. 

  
1.4. Activity Classification: 

 
Next stage in the core technology is detection and 

classification in which algorithms are used to recognize 
features of human activities. They are divided in three 
types: 

• Dynamic time warping (DTW). 
• Generative models. 
• Discriminative models. 

 
1.4.1. Dynamic Time Warping (DTW): 

 
Dynamic time warping (DTW) [22] is a simple 

classification algorithm which is used to calculate the 
similarity between two temporal sequences whose time and 
speed can be variable. DTW is not good for a huge amount 
of classes that contains bulk of variations. 

 
1.4.2. Generative models: 

 
Generative models are dynamic classifiers and use 

probability based approaches. Some of the famous types 
are:  

• Hidden Markov Models (HMM) [23]. 
• Dynamic Bayesian Networks (DBN) [24].  

 
1.4.3. Discriminative models: 

 
Discriminative models are static classifiers and 

most common types are:  
• Support Vector Machine (SVM) [25]. 
• Relevant Vector Machine (RVM) [26].  
• Artificial Neural Network (ANN) [27]. 

 
II. Literature Review 

 
Vision based human activity recognition has been 

the most common dialogue in the field of research. Many 
publications are made on this topic like Aggarwal and 
Shangho[28] works on recognition of simple actions. Valera 
and Velastin[29] constructed an autonomous visual 
surveillance systems. Moeslund et al.[30] focuses on 

• Human motion capture. 
• Human model initialization. 
• Tracking. 
• Pose estimation. 
• Action recognition.  

Krüger et al.[31] works on various levels of 
complexities and Turaga et al.[32] recognizes activities on 

the lower level processing modules. Enzweiler and 
Gavrila[33] put all their resources in of walking video 
sequences. Candamo et al.[34] produces the research on 
recognition of human behaviors in changing scenerios. 
Aggarwal and Ryoo[35] focus on recognition of human 
group activities. Jiang et al.[36] emphasis on event 
recognition. Enzweiler and Gavrila[37] focus on the 
pedestrian recognition.  
 Zhenyu He, Lianwen Jin[37] develops a research 
on human activity recognition system with the help of tri-
axis accelerometer. The system consists of:  

• Discrete Cosine Transform (DCT).  
• Principal Component Analysis (PCA). 
• Support Vector Machine (SVM). 

The features are extracted by the help of 
accelerometer and then data is processed by DCT. Now the 
extracted features are reduced by PCA in DCT domain. 
Then the invariant information is used for recognition of 
activity and Support Vector Machines are used to classify 
various human activities. 
 Ivan Laptev and Tony Lindeberg[38] investigates 
the local space time descriptors for classification of 
activities. Space time interest points are calculated and local 
space time events are represented. Many image descriptors 
are evaluated as spatio temporal neighborhoods. Video 
datasets of human activities are used for classification. 
Local position dependent histograms give advantage over 
different techniques. 
 Ivan Laptev and Tony Lindeberg[39] also works on 
image features and  interest points to represent patterens. 
Spatio temporal events are detected using Harris and 
F¨orstner interest point operators. Descriptors are used to 
classify events. 
 James Davis and Gary Bradski[40] presents the 
research in Motion History Image (MHI) that add layers of 
consecutive image silhouettes into one template form. MHI 
extracts motion characteristics in real time scenarios.  
 
III. Motion History Algorithm 
 

Action Energy Image (AEI) is the key component 
in the motion history algorithm. AEI contains both 
characteristics of any action or activity such as: 

• Structural characteristics. 
• Motion characteristics.  

The AEI representation of activities has the 
following advantages: 

 Represents major shapes of silhouettes. 
 Represents human motion sequence in a single 

image. 
 Preserve average temporal information.  
 Reduces the noise effects of background 

subtracted. 
 No need for time alignment.  
 Compact 2D representation of 3D spatio temporal 

information.  
 Save storage space.  
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 Computationally efficient because of Fast Fourier 
Transform algorithms.  

 Computation is extremely simple.  
Once the AEI is computed then activities are easily 

classified by the help of classification algorithms. The 
classification algorithms are the machine learning 
techniques used in this research work. The most frequent 
technique used for classification of various activities is 
Support Vector Machine (SVM) and Discrete Cosine 
Transform (DCT). The following steps are the algorithm 
used to identify and classify various activities using 
machine learning techniques along with AEI of the image. 

 
3.1. Pre processing Stage: 

 
The pre processing includes RGB to Gray, 

background subtraction and foreground extraction. First of 
all convert the image frame from RGB to Gray level image 
as shown in figure 10.  
 

 
Fig.10. RGB to Gray 

 
Then, background subtraction technique is applied 

to compute the area of interest as shown in figure 11. Once 
the region of interest is segmented then area of interest will 
be crop from each and every frame of the video sequence. 

 

 
Fig.11. Background Subtraction 

 
3.2. Main Algorithm: 

 

Therefore each and every frame in the video 
sequence is considered for the cropping and stored. The 
AEI can only be evaluated successfully if only area of 
interest is considered as shown in figure 12. 

 

 
Fig.12. Crop region of the area of interest 

 
Once all the cropped regions are obtained then add 

all of them to obtain the motion history of the image as 
shown in figure 13. 

 

 
Fig.13. Sum of all the region of interests 

 
3.3. Classification: 

 
 After the feature extraction is done we have to 
apply the classification algorithm in this research it is 
Discrete Cosine Transform (DCT). A discrete cosine 
transform (DCT) gives sum of cosine oscillation of 
frequencies instead of sequence of data points. DCTs act as 
a key component for the following fields: 

• Science and engineering. 
• Lousy compression of audio and images. 
• Spectral methods for partial differential equations.  

The cosine transform is more useful then sine 
transform in the following applications:  

 Compression. 
 Differential equations with boundary conditions. 

DCT is related to Fourier transform and almost 
similar to discrete Fourier transform (DFT). But the only 
difference is the usage of real numbers only. DCTs are 
almost twice in length with DFT. DCT operates on real data 
with even symmetry. DCT have 8 standard variants in 
which 4 are commonly used. The general DCT equation for 
2D image is:  
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While the inverse DCT transform of this 2D image 
is F-1(u,v):  

 
 

 
The basic operation of the DCT is as follows:  

• Input N * M image.  
• Intensity of the pixel (i, j).  
• DCT coefficient in (k1, k2) DCT matrix.  
• Signal energy lies at low frequencies. 
• Upper left corner of the DCT shows the energy.  
• Compression is achieved. 
• Each DCT input pixel is in gray scale level.  
After applying the DCT as a Classifier to the region of 

interest, the output form will be as shown in figure 14. 
 
 
 
 
 
 
 
 
 
 
 

Fig.14. DCT and Multiplication applied 
 

And once we applied DCT, we apply the pseudo 
inverse technique to get the square matrix of the resultant, 
so that we can evaluate the determinant. And on the basis 
of the determinants, threshold is set so that various 
activities are recognized. The classification is shown in 
figure 15. 

 
Fig.15 Classification 

 The block diagram of the motion history algorithm 
is shown in figure 16 and each stage is also represented 
with a separate block. 

 
Fig.16. Block Diagram of Algorithm 

. 
IV. Results & Conclusion 

 
In this research, 6 human activities are identified on 

various videos on single activity which are discussed 
below. There output results are shown along with their 
threshold. 

 
4.1. Bending: 
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In case of bending, the threshold is less than 1e-
104. The output is shown in figure 17 in which the activity 
along with the motion history is shown. 

 
Fig.17. Bending Output 

4.2. Running: 
 
In case of running, the threshold is greater than 

1e17 && threshold is less than 1e60. The output is shown in 
figure 18 in which the activity along with the motion 
history is shown. 

 
Fig.18. Running Output 

 
4.3. Sliding: 

 
In case of Sliding, the threshold is less than 1e-10 

&& threshold is greater than 1e-55. The output is shown in 
figure 19 in which the activity along with the motion 
history is shown. 

 

 
Fig.19. Sliding Output 

 
4.4.   Standing: 

 

In case of standing, the threshold is equals to zero 
and then the maximum value of the motion history image 
is also 1. The output is shown in figure 20 in which the 
activity along with the motion history is shown. 

 
Fig.20. Standing Output 

 
4.5. Walking: 

 
In case of bending, the threshold is greater than 

1e17 && threshold is less than 1e60. The output is shown in 
figure 21 in which the activity along with the motion 
history is shown. 

 
Fig.21. Walking Output 

 
4.6. Waving both hands: 
 

In case of waving both hands, the threshold is 
greater than 1e-10 && threshold is less than 1e17. The 
output is shown in figure 22 in which the activity along 
with the motion history is shown. 

 
Fig.22. Waving Both Hands Output 

 
4.7. Conclusion: 

 
The final results of the 6 activities which are 

recognized and classified as well are shown in the 
confusion matrix in table 1. The diagonal of the confusion 
matrix represents the success rate of each and every activity 
that has been recognized and classified. 
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Table.1. Confusion Matrix 

The overall success rate in using motion history 
algorithm along with classification technique is 73%. Since 
the success rate in using Silhouette extraction technique 
using star skeleton algorithm is less than expected because 
of the usage of the correlation. And silhouette extraction 
using Ellipse technique has the drawback that is works only 
on the still activities like standing, sitting and lying etc. The 
ellipse technique will not recognize the moving activities 
like walking, running etc. 
 So in a nutshell the human activity recognition 
using Machine Learning techniques can be achieved with 
the success rate of 70+% by the help of the motion history 
algorithm. 
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